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Abstract

Electron paramagnetic resonance imaging (EPRI) can be modeled by the forward projection of a 4D synthetic spectral-spatial phan-
tom. We developed a simulation tool for EPRI and carried out a quantitative comparison between simulation and experiment, focusing
on the signal and noise characteristics. The signal height in the simulation was compared to that in the experimental projections at gra-
dients of different magnitudes and directions. We investigated the noise power spectrum of an EPR imager and incorporated it into the
simulation. The signal and noise modeling of the simulation achieved the same performance as the EPR imager. Using this simulation,
various sampling schemes were tried to find an optimized parameter set under the customized noise model of this EPR imager.

© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Electron paramagnetic resonance (EPR) experiments
measure the resonant absorption of radiofrequency radia-
tion by unpaired electrons in the presence of an external
magnetic field. Obtaining projections by sweeping the mag-
netic field in the presence of an static linear gradients
distinguishes paramagnetic signals according to their spa-
tial positions, and achieves EPR imaging (EPRI). With
three sets of gradient coils, one can impose equal-amplitude
gradients over the angles subtending the unit sphere to
reconstruct a 3D spatial distribution of spins in the object.
The tomographic image reconstruction technique can be
extended to an additional spectral dimension by scanning
the gradient amplitude to produce a spectral-spatial image
[1-3]. When the object of the spectral-spatial EPRI is a liv-
ing animal, the spectral dimension provides useful informa-
tion regarding the localized spectral shape of injected spin
probes [4-7]. This process is mathematically described as a
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4D Radon transform [8]. It can be modeled by the forward
projection of a 4D synthetic spectral-spatial phantom.

Spectral-spatial EPRI has unique characteristics of reso-
lution, signal-to-noise ratio (SNR), and systematic image
artifacts, which involve multiple sources. It is well known
that the SNR decreases with the increase in the gradient
amplitude. Application of a field gradient over a distribu-
tion of spins broadens the spectral lines and reduces their
signal heights. The low SNR at high gradient is partially
compensated for by signal averaging. A quantitative under-
standing of the dependence of the signal height on the spa-
tial spin distribution and gradient strength can be
established through simulation. Besides the signal height
variation, EPRI has complicated artifacts that depend on
various mechanisms including spin physics, imager elec-
tronics, the physiology of imaged animals, and aspects of
the reconstruction algorithm. To gain insight into these
mechanisms, we need a tool that can selectively emphasize
the effect from a particular source. Simulation of EPRI
with various sets of controlled parameters is a powerful
trouble shooting tool that can analyze artifacts from spec-
ified sources.

In this work, we validate the signal height variation in
the simulation by comparing it with experimental projec-
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tions obtained with gradients of different magnitudes and
directions. The noise power spectrum was measured from
our EPR imager and was incorporated into the simulation
to closely follow the experimental SNR. The simulation
with the proper signal and noise model can be used to ver-
ify experimental results. A systematic repetition of imaging
with assured reproducibility allows fine-tuning of EPRI.
We tried various sampling schemes in the search for an
optimized parameter set. The performance of EPRI was
characterized in two ways. The spectral dimension from
each voxel of the image of a homogeneous phantom was
fit to an accurate parametric spectral shape [9,10], which
produces a 3D EPR line width image. The integrated
EPR line (used in image reconstruction) is a single, cen-
tered narrow line. We define signal height as the spectral
amplitude of the absorption line shape at the center bin
of the magnetic field sweep dimension of our image. A
3D EPR signal height image is produced from every signal
height of the localized spectrum associated with each spa-
tial voxel of the 4D image. One criterion by which to judge
a parameter set was the spatial resolution of the signal
height image. The other criterion was the standard devia-
tion of the spectral line width distribution. The simulation
results provided a relationship between the field interval
swept (sweep width) and the accuracy of the fitted line
width. Moreover, we established an optimized spectral
sampling with the constraint of constant data acquisition
time.

2. Methods
2.1. Multistage forward projection

Computing the forward projections is an integral step of
the simulation. Several different approaches for projecting
a pixel have been proposed [11]. An efficient approximation
to the forward projection is the rotation-based projection
model [12,13]. Instead of adding the value of a given pixel
onto the appropriate location along a rotated projection,
the image is rotated and the projection is always taken in
the same direction. Forward projection of the spectral-spa-
tial object is mathematically equivalent to a 4D Radon
transform. However, direct application of the rotation-
based projection approach will require computationally
intensive 4D rotations of the synthetic phantom for every
gradient magnitude and direction. The algorithm can be
accelerated by two orders of magnitude with the adoption
of a multistage projection concept: the N-D Radon trans-
form can be treated as a product of (N — 1) 2D Radon
transforms [14,15]. For example, for a 4D image matrix
of N bins in each dimension, the direct 4D Radon trans-
form using M polar, M azimuthal, and M spectral projec-
tions will require M*® 4D rotations of the N* matrix,
whereas the three stage method requires (MN?+
M?N + M?) 2D rotations of N* matrices. Fig. 1 illustrates
the multistage projection concept for a 3D Radon trans-
form. The relationship between the Radon transform
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Fig. 1. Diagram illustrating the multistage Radon transform. (a) Integra-
tion of an object function f{x, y,z) over the plane perpendicular to an axis
determined by a polar angle 0 and an azimuthal angle ¢ defines the 3D
Radon transform Rif(x,y,z). This is a projection of the object function
onto the line with direction defined by 0 and ¢. (b) A partial Radon
transform p’(&', ¢, z) is a planar projection of the object function on the
plane defined by z-axis and ¢’-axis. The 2D Radon transform is carried out
on a stack of horizontal planes perpendicular to z-axis (shaded plane). The
¢’-axis defines a plane (transparent plane) on which the next-stage 2D
Radon transform is computed. (c) The 3D Radon transform p(¢&, ¢, 0) can
be obtained from a 2D Radon transform of the partial Radon transform
p'(&,¢,z). This is an integral along the line perpendicular to the ¢-axis on
the plane defined by the z-axis and the &-axis.

p(&,¢,0) and a partial Radon transform p'(&',¢,z) is
defined as (modified from [16])
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where R;f(x,y,z) represents a 3D Radon transform of the
object function f{x,y,z). From the term in the brackets,
the third and fourth line provides a definition of the partial
Radon transform p’(&’, ¢,z). The procedure of a 4D for-
ward projection is split into 3-successive 2D projections,
and the simulation of a spectral-spatial EPRI as an 80 ar-
ray is achieved in ~6 min using a PC with a 2 GHz Intel
Pentium 4 running MATLAB (Mathworks, Cambridge,
MA) version 7.

2.2. Construction of a phantom for EPRI

For EPR imaging of a phantom, we used a sealed boro-
silicate glass cylinder with 9.5 mm inner diameter and
45 mm length (Fig. 2a). The sensitive region of the resona-
tor was 15mm in diameter and approximately 25 mm
along the axis of the resonator. The bottle was filled
with 1 mM deoxygenated OX063 radical (methyl-tris[8-
carboxy-2,2,6,6-tetrakis[2-hydroxyethyl]benzo[1,2-d:4,5-
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Fig. 2. (a) A sealed borosilicate glass phantom filled with 1 mM
deoxygenated OX063 radical. (b) A semi-synthetic phantom was built
using an EPR image of the phantom. Both the phantom and the image are
oriented with respect to the coordinate system of (b). (c) Signal height is
shown as greyscale intensity over a planar section of the shaded vertical
region of the image in (b). The left portion of the plane has a relatively
uniform, high spectral amplitude distribution. The right part of the image
shows a meniscus and a gradual decrease of the signal height due to the
fringe field of the resonator. The abrupt edge was defined by a 10% of the
maximum signal threshold and an erosion of the outer layer of voxels. To
spatial voxels in this synthetic phantom were adjoined the simulated
deoxygenated spectra of the OX063 radical with corresponding signal
heights as indicated.

d’Ibis[1,3]dithiol-4-yl] trisodium salt, MW 1427), a kind gift
from Nycomed Innovations, Malmo, SW.

2.3. EPRI procedure

The EPR image was taken using a spectroscopic imager
operating at 250 MHz [17]. A single loop-single gap reso-
nator (with a sample holding loop 16 mm in diameter
and 15 mm in length) was used with a circulator based
bridge with quadrature RF detection. Field modulation
was produced by a 7.5 cm radius Helmholtz coil pair oper-
ating at 4.98 kHz with over-modulation (17 uT modulation
amplitude). The RF power delivered to the resonator was
0.020 mW, which was 10 times lower than the saturation
level. Spectral information is obtained from each spatial
voxel by applying gradients of different magnitude, referred
to as spectral projections, to the sample [8]. A spectral
angle o is defined as

tano = GAL/AB, (2)

where G is the gradient magnitude, AL is the spatial field of
view (FOV), AB is the spectral FOV [1-3]. Fourteen spec-
tral projections as defined by Eqgs. (2) and (3) were em-
ployed for each of 10 polar and 10 azimuthal directions
to finish the data acquisition in 68 min.

=St (kog) kmr2a ()

The spatial and spectral FOV was 30 mm and 0.10 mT,
which required a maximum gradient of 30 mT/m. The
low SNR at higher gradient projections was partially com-
pensated for by signal averaging using the number of aver-
aged projections N =[(cos o) '] where the brackets here
indicated greatest integer less than the bracketed expres-
sion. This is not the ideal (cos ) 2 compensation discussed
in [8]. The compensation used has been chosen as the com-
promise for reasonable acquisition times under the capabil-
ities of the present system. Each sweep was acquired with

256 field points, 3 ms between analog to digital converter
latching of the spectral voltage per point, a 3 ms lock-in
amplifier time constant, and with a 12-dB/octave lock-in
filter. An SR830 lock-in amplifier (Stanford Research Sys-
tems, Sunnyvale, CA) was used. Post processing of the data
subjected the projections to a Gaussian filter whose width
was 3.2 points. The projections were then subsampled to
256/3.2 = 80 points so that the four-dimensional image
could be reconstructed on a late model PC in a reasonable
time (<2 min). The reconstruction used cubic B-spline
angular interpolation of the sinograms by a factor of 4
and filtered backprojection [18].

2.4. Building the semi-synthetic phantom

The local EPR signal height is a complicated function of
multiple factors including the geometry of the spatial spin
distribution and the field intensity of RF irradiation. For
the comparison of the signal height variation between sim-
ulation and experiment, the construction of a real object
using analytical functions may be difficult. An alternative
approach is to use a digital image of the object. To estab-
lish a clear comparison of the signal height variation with
various gradient magnitudes and directions, we synthesized
a semi-synthetic phantom following the idea of the voxel-
based phantom of Zubal and Harrell [19,20]. The relative
location of each voxel in the image determined its position
in the X, Y, and Z directions, and the voxel amplitude
value of the image determined the EPR signal height—
the central value of the singly integrated first harmonic sig-
nal—at that location.

We constructed the semi-synthetic phantom using an
EPR image of the bottle filled with 1 mM OXO063 radical.
The same EPRI procedure as the above section was used,
but we allowed sufficiently long data acquisition time
(7.2 h) to obtain a maximally accurate EPR image. Twenty
spectral projections as defined by Eqgs. (2) and (4) were
employed for each of 20 polar and 20 azimuthal directions,
which required maximum gradient of 43 mT/m. The spec-
tral angles were chosen to uniformly cover the spectral
angle dimension with values chosen as:

T 1
“_E_E(k_i) k=1,2,...,20. (4)

After the reconstruction, a 3D EPR signal height image
was built from the 4D matrix. We selected voxels with spec-
tral amplitude greater than 10% of the maximum, and
eroded one outer layer of the object. For an accurate com-
parison of gradient-dependent signal heights from the sim-
ulation with those from the imager, we used this low
threshold to make the semi-synthetic phantom include
the weak signals at the fringe field at the edge of the reso-
nator. Fig. 2 shows that the procedure of erosion and
threshold recovered the hard edge of the bottle as well as
the weak signals from the fringe field of resonator. Every
spatial voxel in this 3D EPR signal height image was asso-
ciated with a simulated deoxygenated spectrum of OX063
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radical with a corresponding signal height to produce a
noiseless full four-dimensional spectral-spatial synthetic
phantom with a uniform Lorentzian line width of 1.5 uT.

Various magnitudes of gradient ranging from 0.04 to
40.3 mT/m were applied to the 1 mM OX063 phantom in
X, Y, and Z directions to obtain signal height variation.
The application of corresponding gradients was simulated
from the forward projection of the semi-synthetic phantom
to generate the signal height variation.

2.5. Incorporation of the experimental noise power spectrum

We investigated the structure of the noise process in
EPRI using frequency analysis with a Fourier transform.
Noise power spectra of the 1 mM OX063 phantom were
obtained at gradient magnitudes as defined by Egs. (2)
and (3). Use of the same spatial and spectral FOV as in
the above section resulted in gradients ranging from 0.4
to 30 mT/m. For each gradient magnitude, a true signal
was estimated from the average of 1000 spectra. Each spec-
trum was acquired with 256 field points using the same
parameters as is stated above, but the gradient-dependent
signal averaging was disabled. Subtraction of individual
spectra from the averaged spectrum produced correspond-
ing residuals, from which we computed individual noise
power spectra. The envelopes of average noise power spec-
tra for these gradient magnitudes were incorporated into
the simulation of EPR imaging.

The low SNR at high gradient was partially compen-
sated for by signal averaging in the EPRI. We took into
consideration that the noise amplitude is proportional to
square root of the data acquisition time, and that the signal
height is linearly proportional to the data acquisition time.
A Gaussian random noise for the simulation was generated
so that the SNR of the lowest gradient, high SNR spectrum
was equal to the experiment. We adjusted the amplitude of
the noise by the number of signal averages obtained during
the EPRI. Gaussian noise, however, did not fully charac-
terize the experimental noise spectrum. The power spec-
trum of the Gaussian white noise, produced by a pseudo
random number generator, is flat, whereas the experimen-
tal noise power spectrum has a characteristic ““pink noise”
shape. This is determined by the frequency response of the
imaging system. To account for the real noise spectrum, we
generated a white or Gaussian noise array from the MAT-
LAB function RANDN, subjected this to a Fast Fourier
Transform (FFT). This array was multiplied by the enve-
lope or the average of 1000 FFTs of the experimental or
deterministic noise obtained as described in the previous
paragraph, for each gradient magnitude. The inverse Fou-
rier transform of this array was added to the signals com-
puted from the forward projection of the synthetic
phantom. This procedure did not change the SNR but
adjusted the shape of the noise power spectrum.

To validate this noise generation procedure, an image
obtained from the simulation was compared with that
taken from the above EPRI procedure section. Using the

same number of sample spectra, we simulated EPRI of
the semi-synthetic phantom with uniform signal intensity
and with uniform line width. The spectral line width distri-
butions obtained from the simulation were compared with
the experiment.

2.6. Measurement of line width resolution and spatial
resolution

The performance of EPRI was characterized using line
width resolution and spatial resolution. For the measure-
ment of the line width resolution, spatial voxels with spec-
tral amplitude greater than 15% of the maximum were
selected. This value was slightly higher than the 10% used
in the construction of the semi-synthetic phantom to assure
that this data set was a true subset of the semi-synthetic
phantom. Each of the spatial voxels had the corresponding
EPR spectrum, which was fitted using the line shape simu-
lation algorithm [9,10] to extract the Lorentzian line width.
We defined the line width resolution as the standard devi-
ation of the line widths from all of the voxels in the phan-
tom with two outer layers eroded.

The spatial resolution was measured using the 3D EPR
signal height image. Any real imaging system produces a
more or less blurred image of a source object. This
deterministic nonlocal behavior is directly related to the
resolving power of the imaging system. For a linear
shift-invariant system, spatial resolution is conveniently
described in terms of a response or point spread function.
To evaluate the spatial resolution of our EPR image, we
used the response of our image to the introduction of an
edge at which signal appears. This response was obtained
along a line perpendicular to the edge. Thus, we modeled
the response of the system as the convolution of a Heavi-
side or step function [21], with a Gaussian point spread
function. It is mathematically equivalent to the indefinite
integral of the Gaussian point spread function, the error
function [22]. Fig. 3 demonstrates the use of the edge
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Fig. 3. Measurement of spatial resolution. For this demonstration, we
created an analytic cylindrical synthetic phantom and associated the
spatial voxels inside the phantom with synthetic EPR spectra of the spin
probe. The phantom underwent simulated EPR imaging, and the
reconstructed image is shown at the top. A signal height profile along a
straight line perpendicular to the surface of the image is plotted at the
bottom (dots). The signal height, or edge spread function, is fitted to an
error function (smooth line) to extract the FWHM (=2.35 o) of its
derivative.
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spread function. The signal height profile along the ray
indicated in Fig. 3 was fitted to an error function, from
which the full width at half maximum (FWHM) of the
point spread function was extracted. The spatial resolution
measured in this method is mainly determined by the
intrinsic resolution and the finite voxel size of the recon-
structed image. With 80 bins for each dimension, the spa-
tial FOV of 30 mm defines the voxel linear dimension of
30,/2/80 = 0.53 mm, which has a non negligible effect on
spatial resolution measurement. This voxelation effect
was constant with the fixed number of bins (=80) for each
dimension. We compared the overall spatial resolution to
evaluate the performance of simulated EPRI.

2.7. Parameter optimization

Using the simulation and experiment, we investigated
various parameter sets to achieve optimized EPR imaging.
First, the accuracy and precision of the fitted line width was
examined as a function of field interval. We incremented
this from 0.05 to 0.15 mT in 0.01 mT steps. After 14 spec-
tral projections were computed for each of 10 polar and 10
azimuthal directions on the semi-synthetic phantom, we
added the noise described in the above section. The recon-
struction, fitting, thresholding, and erosion procedure
described above produced line width distributions for each
sweep width.

We investigated the use of 12, 14, and 16 spectral sam-
ples with 10 polar and 10 azimuthal samples to compare
the spatial resolution and line width resolution. To exam-
ine the intrinsic effect of sampling, simulation was carried
out without and with noise included. A constraint of fixed
data acquisition time was imposed on the simulations in
addition to the experimental noise model described above.
Increased sampling requires faster scanning for individual
projections to achieve imaging in a fixed time. The noise
amplitude was adjusted to be proportional to the inverse
square root of the expected data acquisition time for each
scan. Experimentally, this data acquisition time constraint

Y]
o

Signal Height (A.U.)

0.1 1 10 100 0.1 1 10 100
Gradient (mT/m) Gradient (mT/m)

was implemented by changing the number of acquired field
points. We collected 315, 256, and 205 points (3 ms/point),
respectively, for the images with 12, 14, and 16 spectral
samples to achieve the same data acquisition time
(68 min). Post processing of the data subjected the projec-
tions to Gaussian filters whose widths were 3.9 (=315/80)
points, 3.2 (=256/80) points, and 2.6 (=205/80) points.
The projections were then subsampled to 80 points.

The results presented in the figures and tables regarding
this section were collected from 15 repeated simulations
and 10 repeated experiments. We displayed the numbers
in the format of (mean value) + (standard error of the
mean). When the error bars of +1.96 x (standard error)
do not overlap, the difference is statistically significant with
p <0.05 by an unpaired Student ¢-test [23].

3. Results
3.1. Validation of the observed signal heights

Fig. 4a and b show signal height variation with multiple
amplitudes of the gradient applied in X and Y directions. A
locus of cosa is displayed in the dashed line for a relative
comparison between the signal heights. In both gradient
directions, the signals fell off faster than cosa. This indi-
cates our signal averaging proportional to (coso) ' incom-
pletely compensated for the decreased SNR at high
gradient projections. The signal height obtained with a gra-
dient applied in the X direction was greater than that
obtained with a gradient of the same magnitude applied
in the Y direction. Fig. 4c and d show the specific spectra
with the gradient of 31.3 mT/m applied in the X and Y
directions. The open circles of the plot represent signal
heights measured from the 1 mM OX063 phantom in the
EPR imager. The solid line represents the signal height var-
iation computed from forward projection of the semi-syn-
thetic phantom. With the cylindrical geometry and the
coordinate orientation of Fig. 2, signal height variation in
the Z direction was virtually equivalent to that in the X
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Fig. 4. Comparison of signal heights from experiments (open circles) and computer simulations (solid line) at various gradient strengths. The semi-
synthetic phantom and the 1 mM OX063 phantom as described in Fig. 2 were used for the simulation and the experiment. The gradient direction is defined
by the coordinate system of Fig. 2. Signal heights were measured as the maximum excursion of the first harmonic line shape. The dashed line represents a
locus of cosa at the corresponding gradient magnitude. Note that cosa overestimates the signal height. Therefore, 1/cosa will underestimate the number of
signal averages necessary to establish equal SNR in the high gradient projections to that of the low gradient projections. Definition of the spectral angle o
is given in Eq. (2). (a) Signal heights at various gradient magnitudes applied in the X direction. (b) Signal heights at various gradient magnitudes applied in
the Y direction. (c) First harmonic line shape with a gradient of 31.3 mT/m applied in the X direction. (d) First harmonic line shape with a gradient of
31.3 mT/m applied in the Y direction.
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Fig. 5. (a) Noise of the EPR spectrum with the gradient of 0.4 mT/m. A true signal was estimated from the average of 1000 spectra, and the noise was
computed by subtracting the true signal from a single spectrum. Noise amplitude is in relative units to the signal height. (b) Discrete Fourier transform of
(a) showed two peaks at 55 and 65 Hz referred to as 60 Hz noise. (c) Average of 1000 noise power spectra acquired with the gradient of 0.4 mT/m. (d)
Average of 1000 noise power spectra acquired with the gradient of 30 mT/m. Both for (c) and (d), 0 dB corresponds to the noise level that makes signal-to-

noise ratio = 1.

direction except for the effects of the fluid meniscus and the
asymmetric snout of the phantom.

3.2. Validation of the noise model

Fig. 5 shows the noise profiles of the 1 mM OXO063
phantom at the gradients defined by Egs. (2) and (3).
Fig. 5a and b show single residual of the lowest gradient
scan and its Fourier transform. Fig. 5¢c and d show the
average of the 1000 noise power spectra for the lowest gra-
dient scan and for the highest gradient scan. Two spikes at
55 and 65 Hz, and another spike near DC were observed in
the average noise power spectral density at lowest gradient.
These spikes gradually diminished with the increase of the
gradient magnitude. The SNR (signal height/rms of resid-
ual) of the lowest gradient spectra from the phantom was
420 + 60 (standard deviation). Using this SNR at the low-
est gradient, the relative variation of the noise level was
determined accounting for the signal averaging at higher
gradient projections.

We compared the simulated image obtained with the
above noise model to the image of the phantom taken from
the EPR imager. For both images, we used 10 polar, 10 azi-
muthal, and 14 spectral angle projections. Following the
reconstruction and 15% thresholding, the images were fit
and eroded by two layers. The threshold generally selected
signal from the phantom and eliminated background. Ero-
sion of outer layers of the thresholded object excluded
edges of the object which had low signal and which suffered

from partial volume averaging that regularly produced line
width outliers. Fig. 6a and b show the Lorentzian line
width histograms obtained from the experimental EPRI
and its simulation. In Fig. 6c, we display a line width
histogram from a simulation without noise. Fitting one
hundred spectra obtained from the phantom without a gra-
dient resulted in a line width of 1.52 + 0.01 pT (standard
deviation). The semi-synthetic phantom (Fig. 2) was pro-
duced using a uniform line width (1.5 pT). The mean line
width and the line width resolution from the image of
EPRI experiment were 1.79 and 0.17 uT, and were 1.76
and 0.14 uT from the simulation with the noise. The simu-
lation with no noise resulted in a mean line width of
1.76 uT and a line width resolution of 0.10 puT.

3.3. Parameter optimization

The semi-synthetic phantom with uniform line width
(1.5 uT) was used to study the effect on resolution of vari-
ous sweep widths and number of spectral samples. The
mean line widths fitted from the simulated EPRI with var-
ious sweep widths showed a gradual line width broadening
with the increase of sweep width from 0.05 to 0.15 mT as is
shown in Fig. 7a. The mean line width resolution improved
with the increase of sweep width up to 0.1 mT, and then
suffered from a slight degradation when the sweep width
was over 0.1 mT to create a gentle minimum (Fig. 7b).

Table 1 shows the variation of the mean line widths of
the experimental and simulated images obtained with 12,

a b c
% 120 % 120 % 120
x x X
g g g
5 80 s 80 s 80
2 2 2
c 40 c 40 c 40
> > >
c c c
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1 2 3
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1 2 3
Line Width (uT)

1 2 3
Line Width (uT)

Fig. 6. Histograms of Lorentzian line widths fitted from EPR images. (a) EPR imager. (b) Simulation with the noise model incorporating experimental

noise power spectrum. (c) Simulation without noise.
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Fig. 7. The effect of sweep width on the line width fitting was studied
using both simulation and experiment. Open circles represent results from
simulation of the semi-synthetic phantom. Crosses represent results from
experiments. (a) Mean line widths. (b) Mean line width resolutions.
Standard errors obtained from 15 repeated simulations and 10 repeated
experiments were below 1% of each measurement.

Table 1

Mean line widths with 12, 14 and 16 spectral projections

Number of spectral 12 (uT) 14 (uT) 16 (uT)
projections

Experiment 1.70 £ 0.01 1.78 £ 0.01 1.77 £ 0.01
Simulation with noise 1.787 £0.001 1.756 +£0.001 1.741 £ 0.001
Simulation without noise 1.787 1.757 1.743

Table 2

Mean line width resolutions with 12, 14 and 16 spectral projections
Number of spectral 12 (uT) 14 (uT) 16 (uT)
projections

Experiment 0.24 £+ 0.01 0.17 £0.01 0.18 £0.01
Simulation with noise 0.236 +0.001  0.143 £0.002 0.144 £ 0.001
Simulation without noise 0.219 0.099 0.063

14, and 16 spectral projections. In the simulation, the
increased numbers of spectral projections moved the mean
line width slightly closer to the original value of 1.5 puT. In
the experiments, values of the mean line widths varied
between 1.7 and 1.8 uT with no apparent pattern.

The mean line width resolution shown in Table 2 had a
different behavior. Without noise, increase in the number
of spectral projections improved the line width resolution.
However, the line width resolution from 14 spectral projec-
tions was as good as that from 16 spectral projections when
the simulation incorporated the experimental noise model
and the constraint of fixed data acquisition time. The same
pattern was observed in the experiments.

Table 3 summarizes the mean spatial resolution
(FWHM) of the simulated images. The simulation showed
no significant difference in spatial resolution with the differ-
ent number of spectral projections with or without noise at

Table 3

Mean spatial resolution (FWHM) with 12, 14 and 16 spectral projections
Number of spectral projections 12 (mm) 14 (mm) 16 (mm)
Experiment 1.36 £0.01 1.43+0.01 1.48+0.01
Simulation with noise 1.49 +£0.01 1.494+0.01 1.49+0.01
Simulation without noise 1.488 1.484 1.485

the level obtained from our experiments. This differs some-
what from the conclusion from the experiments although
the differences between experiments are small.

4. Discussion

Simulation with the semi-synthetic phantom closely
reproduced the experimental signal height variation with
various gradient magnitudes as is shown in Fig. 4. The
phantom orientation is described in Fig. 2. The cylindrical
axis of the phantom was parallel to the Y axis of the coor-
dinate system. Signal heights of the first harmonic projec-
tions are primarily influenced by the sharpness of the
change in the spectral amplitude at the edge of the phan-
tom. Fig. 2c shows that there is a more gradual change
in the spectral amplitude in the Y direction due to the res-
onator fringe field. At high gradient magnitudes, the soft
edge decreases the signal height measured as the maximum
excursion of the first harmonic signal. Comparison of
Fig. 4a and b shows the corresponding difference in signal
heights between the X and Y directions. With a gradient
magnitude of 31.3 mT/m in the X direction, the first har-
monic signal had a large amplitude in contrast to the
amplitude of the line of the same gradient magnitude in
the Y direction in that part of the phantom in the fringe
field. This is shown in the negative going feature at the
right of Fig. 4d. This is the portion of the phantom in
the fringe field. The left hand positive going feature is in
the high field region of the resonator and has a hard edge
similar to that in the radial X direction. Note that this
aspect of the experimental projection is fully captured in
the forward projection of the semi-synthetic phantom as
shown in the solid line in Fig. 4d. The hard edges of the
phantom in the constant B, portion of the resonator are
also well captured as shown in Fig. 4c and d.

Variation of sweep width had a significant effect on the
line width fitting (Fig. 7). To reduce the scatter of line
width to the level below 0.2 uT, the sweep width should
be over 0.1 mT. This corresponds to 6.3 times the peak-
to-peak line width of OX063 (0.016 mT), and indicates
the minimum sweep width of spectral-spatial image recon-
struction for this spin probe. For a proper fitting of the
spectrum, we need a substantial portion of the wings of
the spectrum as well as the peaks of the first harmonic
shape.

Simulation with various numbers of spectral projections
revealed an interesting effect when insisting on fixed data
acquisition time. In the absence of noise, the increase in
spectral projections resulted in a small improvement in
image quality as is shown in Tables 1-3. The addition of
noise abolishes significant differences in spatial resolution
for different numbers of spectral projections. Interestingly,
when the experimental noise model was incorporated into
the simulation, both 14 spectral projections and 16 spectral
projections resulted in the same line width resolutions. The
noise modeling of signal averaging proportional to
(cosa)™' will shift data acquisition time to the high
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Fig. 8. (a) Noise amplitude at the lowest gradient (0.4 mT/m) was proportional to the derivative of the first harmonic EPR signal (dashed line). (b)
Average of 1000 absolute DFT’s of the noise at the lowest gradient. The “60 Hz power” line noise is seen as if it were a carrier frequency of amplitude
modulation. (c) Histogram of Lorentzian line widths fitted from the EPRI simulation with the 60 Hz noise removed. The lowest gradient SNR was higher

than that of Fig. 6b by a factor of three.

gradient projections with the increased number of spectral
or gradient amplitude projections. Simulation with a fixed
imaging time constraint will raise the noise level for low
gradient projections increasing the uncertainty in the spec-
tral fitting when the number of spectral projections is
increased. As a result, the difference in the line width
resolution as a function of spectral projection number
was suppressed, with the particular experimental noise
model. The results from experiments showed the same
behavior. The increment in spectral projections from 14
to 16 did not improve the line width resolution.

The line width distributions in Fig. 6 indicate that the
noise modeling of the simulation achieved comparable per-
formance to the EPR imager. As is shown in Fig. 5, the
experimental noise at low gradients had characteristic peaks
of 60 Hz noise. This power line noise especially developed
its amplitude where the slope of EPR signal was steep,
and gradually disappeared as the magnitude of gradient
increased (Fig. 5d). At the lowest gradient the envelope of
the residual was proportional to the derivative of the first
harmonic EPR signal (Fig. 8a). The two peaks near DC in
Fig. 8b are from the envelope of the residual, and the
60 Hz noise showed up as if it were a carrier frequency of
amplitude modulation. The presence of the 60 Hz could
be anticipated from the 3 ms lock-in time constant with a
resulting 3 dB pass band of 42 Hz. The 3 ms time constant,
in turn, is necessary to minimize distortion of projections
while acquiring projections rapidly enough to produce an
image in a time short enough for animal imaging.

A closer look at the line width resolution comparison
(Table 2) reveals a small but significant superiority of the
simulated images to the experimental images. This implies
that the experimental noise power spectrum incorporated
into the simulation does not explain all distortions from
the EPR imager.

As is shown in Fig. 8b, the 60 Hz power line noise com-
prised a substantial portion of the whole noise. With these
characteristic peaks of power line noise removed, the re-
computed SNR increased by a factor of three at the lowest
gradient. However, this apparent increase in SNR did not
improve the line width resolution. Fig. 8c shows the line
width histogram obtained from a simulation that removed

the power line noise. The mean line width was 1.76 uT, and
the line width resolution was 0.14 pT. This is virtually same
as the simulation that included the 60 Hz noise (Fig. 6b). It
can be inferred that most of the 60 Hz noise was filtered by
the spectral fitting procedure. In principle, the noise could
be overwhelmed by sampling artifact. That this is unlikely
is indicated by the abolition of differences in spatial resolu-
tion seen in the noiseless spectra by the addition of noise.
The improvement in line width resolution using 16 spectral
projections was seen without noise and not with noise. This
is due to the poorer SNR of the highest gradient projection
with 16 samples, 33.8 mT/m, than the SNR at the highest
gradient with 14 spectral samples, 29.6 mT/m. This predic-
tion, verified by experiment, is a major strength of the sim-
ulation using this semi-synthetic phantom.

5. Conclusions

Understanding the performance of an EPR imaging sys-
tem is difficult to predict from general rules concerning
EPRI system performance. The characteristics, particularly
the noise characteristics of each individual system must be
incorporated into model projections. This must then be
simulated using a combination of the signal from the dis-
crete Radon transform of the object and the noise charac-
teristics measured in each system. Spectral-spatial EPRI
was simulated using a 4D Radon transform incorporating
the experimental noise power spectrum. We validated the
signal height variation with gradients of different magni-
tudes and directions. The noise model of the simulation
achieved the same performance of the EPR imager with
respect to line width distribution. Simulation is a powerful
tool that enables a well controlled search for an optimized
parameter set. Using the simulation, we established a
proper sweep width and spectral sampling specific to our
EPR imaging system.
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